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Problem Statement & Motivation
The main objective of the project is to build a classifier which would be able to 

predict whether a news article is an editorial or not. It was motivated by the need to 
improve on the editorial tab of the Bloomberg terminal. This would remove the reliance 
on news sources to provide such information.

Exploratory Data Analysis
News articles are heavily imbalanced towards regular news articles, with an average 

of every 10th article being non-regular. An initial analysis on NER and POS was performed 
and there was a difference in distributions for each class. After extracting features based 
on sentiment, NER, and POS, it was interesting to see that several features were highly 
correlated, such as person entity, and POS of proper noun.

Modelling and Results
The training dataset was undersampled and contained 6386 articles. The testing 

was performed on two datasets, test (3436), and external test (1385), with the external 
test being a dataset from another news source. On the test set, XLNet performed the 
best, and on the external test set, BERT was the best model.

Conclusions and Recommendations
BERT and XLNET are the best performing models. However, Logistic Regression has 

a comparable performance and does not lose out on explainability. Hence, we would 
recommend to use Logistic Regression in production.
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