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Motivation

Recently, the amount of electronic health system (EHR) data has surged. EHR data contains complementary information associated with patients such as demographics, diagnosis codes, medication codes, and lab results, which is sparse, high-dimensional, and temporal information [1]. This rich, abundant EHR may give us an opportunity for predictive modeling in medicine that could lead to early detection and intervention of debilitating diseases, such as Alzheimer’s disease (AD). In the AD literature, such a predictive model has yet to be reported. Here we applied data-driven machine learning techniques to EHR data for predicting Alzheimer’s disease.

EHR data: Korean NHIS-National Sample Cohort

We used Korea health insurance data from Korean Health Insurance Review and Assessment Service (KHIRAS), which contains demographics, disease and medication codes, and physical exam records from 1,086,516 people. The data was collected from 2002 and 2010.

Experimental Result

<table>
<thead>
<tr>
<th>Model</th>
<th>Avg. Accuracy</th>
<th>Avg. Sensitivity</th>
<th>Avg. Specificity</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>0.883 (0.009)</td>
<td>0.856 (0.023)</td>
<td>0.911 (0.012)</td>
<td>0.884</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>0.880 (0.013)</td>
<td>0.827 (0.024)</td>
<td>0.932 (0.006)</td>
<td>0.880</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.905 (0.011)</td>
<td>0.858 (0.014)</td>
<td>0.953 (0.010)</td>
<td>0.906</td>
</tr>
</tbody>
</table>

Figure 1. Distribution of some features from Korean NHIS-National Sample Cohort.

Figure 2. Our experimental results: averaged (avg.) accuracy, sensitivity and specificity and AUC (top), and ROC curves (bottom).

Conclusion

We explored the possibility of machine learning techniques using EHR data to predict Alzheimer’s disease (AD). Our results show accurate prediction of one-year subsequent incidence of AD. This suggests the utility of both Korean EHR, as well as data-driven machine learning frameworks for predictive modeling in AD. Fuln future, we will test model generalizability on independent data.
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