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Project Purpose: Enrich geospatial COVID data 
using images from social media

High-level Goal: Using computer vision, leverage image data from social media 
to enrich existing geospatial datasets 

COVID-19 Use Case: Pipeline to scrape social media images, build useful 
COVID-related features to enhance predictive features in existing models



Pipeline Overview



Image data
EarthCam

- Street view cameras
- 62,673 images (2,079 from Little Italy, rest from Times Square)

Flickr

- Images uploaded by users/photographers
- Results of search by location
- 4,325 total images from Times Square, Harlem, Greenwich Village, Columbus 

Circle, Williamsburg, Prospect Park, Flushing Meadows







Person Detector Model Used
Faster RCNN with Inception V2 has an 76 map across all categories of MS COCO 
dataset and has map of 85 in particular for person detection



Face Detection using Multi-task Cascaded 
Convolutional Networks



Mask Detection
We have decided to use a mask dataset that was created  by Chandrika Deb   given that the 
images used were real images of faces wearing masks. This dataset consists of 3835 images 
belonging to two classes:with_mask: 1916 images
without_mask: 1919 images.
Example of dataset



Pipeline Illustration
Input Image             Person Detector Output      Face Detector Output   Mask O/P 



Another example



Output of person detector for input image
Person detector info



Output of face detector for selected people
Face detector info



Output of mask detector
Mask detector info

No Yes



Pipeline output
Final Pipeline output shows total number of people , total number of people 
wearing masks and total people of people not wearing masks for each date 
starting from 1 january 2020 to current date for each of different locations (along 
with their source) present in dataset 



Snippet of Pipeline Output
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Covid-19 and Google Mobility Data

- Google Mobility data accessed through smart phone signal

- Shows changes in traffic to stores, parks, transit stations

- Daily per county Covid data from usafacts.org



Models
- Response variable:

- Covid-19 cases (New York County)

- Explanatory variables:
- 6 Google Mobility indicators
- Percent of people wearing masks / Percent of people not wearing masks (percent of people 

that we are unsure of is the third category implied by the first two)

- Methods:
- Linear Regression, Random Forest, Support Vector Machine, Gradient Boosting



Time component
- The actions of people on a given day are not likely to be reflected in Covid-19 

cases immediately

- We averaged the values of the explanatory variables over a certain number of 
past days to align with the current day’s case number

- Did so for 5, 10, and 14 previous days

- Models evaluated by RMSE on validation sets, and best performing model 
applied to a separate test set





Discussion
- Not surprising that the models do not consistently predict cases well

- Small sample size and limited information from Google Mobility data

- Encouraging that even with varying RMSE values, the slight difference 
between mask/no mask information holds

- Some evidence that our generated mask data provides useful information



Limitations



Conclusion/Potential Next Steps
- Leverage pipeline to enhance other geospatial datasets that could improve 

performance of additional models

- Predictions can be made more robust with data from additional 
neighborhoods 

- Incorporate social distancing analysis
- Use pedestrian detection models to build classifier for social distancing
- Requires inferring distances from a single view
- Previous literature on the topic: People Watching: Human Actions as a Cue for Single View 

Geometry

https://link.springer.com/chapter/10.1007/978-3-642-33715-4_53
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