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This PowerPoint 2007 template produces a 36”x48” 
presentation poster. You can use it to create your research 
poster and save valuable time placing titles, subtitles, text, 
and graphics. 

We provide a series of online tutorials that will guide you 
through the poster design process and answer your poster 
production questions. To view our template tutorials, go 
online to PosterPresentations.com and click on HELP DESK.

When you are ready to print your poster, go online to 
PosterPresentations.com

Need assistance? Call us at 1.510.649.3001

QUICK START

Zoom in and out
As you work on your poster zoom in and out to the level that is more 

comfortable to you. 
Go to VIEW > ZOOM.

Title, Authors, and Affiliations
Start designing your poster by adding the title, the names of the authors, 
and the affiliated institutions. You can type or paste text into the 
provided boxes. The template will automatically adjust the size of your 
text to fit the title box. You can manually override this feature and 
change the size of your text. 

TIP: The font size of your title should be bigger than your name(s) and 
institution name(s).

Adding Logos / Seals
Most often, logos are added on each side of the title. You can insert a 
logo by dragging and dropping it from your desktop, copy and paste or by 
going to INSERT > PICTURES. Logos taken from web sites are likely to be 
low quality when printed. Zoom it at 100% to see what the logo will look 
like on the final poster and make any necessary adjustments.  

TIP: See if your school’s logo is available on our free poster templates 
page.

Photographs / Graphics
You can add images by dragging and dropping from your desktop, copy 
and paste, or by going to INSERT > PICTURES. Resize images 
proportionally by holding down the SHIFT key and dragging one of the 
corner handles. For a professional-looking poster, do not distort your 
images by enlarging them disproportionally.

Image Quality Check
Zoom in and look at your images at 100% magnification. If they look good 
they will print well. 
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QUICK START (cont.)

How to change the template color theme
You can easily change the color theme of your poster by going to the 
DESIGN menu, click on COLORS, and choose the color theme of your 
choice. You can also create your own color theme.

You can also manually change the color of your background by going to 
VIEW > SLIDE MASTER.  After you finish working on the master be sure to 
go to VIEW > NORMAL to continue working on your poster.

How to add Text
The template comes with a number of 
pre-formatted placeholders for headers and text 
blocks. You can add more blocks by copying and 
pasting the existing ones or by adding a text box 
from the HOME menu. 

 Text size
Adjust the size of your text based on how much content you have to 
present. The default template text offers a good starting point. Follow 
the conference requirements.

How to add Tables
To add a table from scratch go to the INSERT menu and 
click on TABLE. A drop-down box will help you select rows 
and columns. 

You can also copy and a paste a table from Word or another PowerPoint 
document. A pasted table may need to be re-formatted by RIGHT-CLICK > 
FORMAT SHAPE, TEXT BOX, Margins.

Graphs / Charts
You can simply copy and paste charts and graphs from Excel or Word. 
Some reformatting may be required depending on how the original 
document has been created.

How to change the column configuration
RIGHT-CLICK on the poster background and select LAYOUT to see the 
column options available for this template. The poster columns can also 
be customized on the Master. VIEW > MASTER.

How to remove the info bars
If you are working in PowerPoint for Windows and have finished your 
poster, save as PDF and the bars will not be included. You can also delete 
them by going to VIEW > MASTER. On the Mac adjust the Page-Setup to 
match the Page-Setup in PowerPoint before you create a PDF. You can 
also delete them from the Slide Master.

Save your work
Save your template as a PowerPoint document. For printing, save as 
PowerPoint or “Print-quality” PDF.

Print your poster
When you are ready to have your poster printed go online to 
PosterPresentations.com and click on the “Order Your Poster” button. 
Choose the poster type the best suits your needs and submit your order. 
If you submit a PowerPoint document you will be receiving a PDF proof 
for your approval prior to printing. If your order is placed and paid for 
before noon, Pacific, Monday through Friday, your order will ship out that 
same day. Next day, Second day, Third day, and Free Ground services are 
offered. Go to PosterPresentations.com for more information.

Student discounts are available on our Facebook page.
Go to PosterPresentations.com and click on the FB icon. 
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 Only about 2 percent of human DNA is made up of 
protein-coding genes; the other 98 percent, as has been 
verified by a multitude of experiments, is noncoding. 

INTRODUCTION

ABSTRACT

❖  Server equipped with GPUs and thus able to process 
large amounts of data and run deep neural networks

❖ Human Genomic data (NCBI RefSeq track) for 22 
chromosomes from UCSC Genome Browser

– Exon and Intron sequences for each 
chromosome 

– Exon, Intron, and UTR sequences for each 
chromosome

– Gene annotation data for each chromosome
❖Spyder (open source, cross platform IDE for Python)

MATERIALS USED RESULTS CONCLUSIONS
The project has not yet reached its final conclusion, but 
results so far indicate that though it is possible to 
distinguish between coding and noncoding regions of the 
gene using neural networks trained only on sequence 
information, it is rather difficult to do so with very high 
accuracy and without overfitting to a given training set. 
As of right now, the accuracies we are getting on the 
balanced datasets seem close to but not better than the 
state of the art systems that use multiple features in 
making their predictions. We hope to continue 
experimenting with some different and more advanced 
architectures to see if these are able to remedy the 
aforementioned problem. We also plan to soon begin 
analyzing the interpretable results retrieved from the 
highest performing models to see if, from this, we might 
learn of previously unknown motifs.
 
We are also now considering a new avenue of 
investigation. In particular, we are now interested in 
learning whether the tools that currently exist on the 
market for the sake of predicting coding/non-coding 
sections of the gene can be improved by the results of 
our models being sent in as an additional feature vector 
to them. If this is in fact the case, then this implies that 
though our models may not be able to extract enough 
information/learn enough patterns from sequence data 
alone to make accurate predictions independently, they 
still manage to encode important information regarding 
the coding potential of a segment of the genome. We are 
excited to see where this new pursuit leads us. 
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The goal of this project is to learn whether neural 
network models can be used to accurately identify the 
coding and noncoding sections of a genome, given only 
the sequence of nucleotide bases that appear in the 
segment in question. For this purpose, various model 
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Classifying Coding and Noncoding Regions of the Genome Using Only Sequence Data: A Study 
using Deep and Interpretable Neural Networks

METHODS

DATA PROCESSING:
1. Download aforementioned sets of sequences and 

gene annotation information for each chromosome 
from the UCSC Genome Browser

2. To construct your training and testing data set, write a  
preprocessing script in Python to perform the 
following tasks on each sequence for each 
chromosome
○ Utilize either the set of exon and intron sequences 

for each chromosome or the set of exon, intron, 
and UTR sequences based on whether the user 
specifies binary/categorical classification

○ Cut sequence to user-specified length (i.e. 100, 
300, etc.) so it can be fed through neural network 
successfully

○ Remove all duplicate sequences based on gene 
annotation table previously retrieved

○ Construct balanced and imbalance dataset

EXPERIMENTING WITH NEURAL NETWORKS:
1. Using Tensorflow and Keras, construct neural 

networks of varying architectures, with a particular 
focus on Recurrent Neural Networks and 
Convolutional Neural Networks

2. Train each constructed neural network on a randomly 
selected portion of the data processed beforehand. 
Test on the remaining portion of the data.

3. Note the accuracy and tune network hyperparameters 
until no more improvement seems possible. 

Primary Source of Data

One method that has gained traction recently is the 
application of deep and interpretable neural networks 
to the task of classifying the different portions of the 
genome. The most successful models that have been 
developed thus far require various features 
concerning a given sequence of DNA, such as open 
reading frame information, codon bias, and more. The 
Wu Lab set out to investigate whether the coding and 
noncoding sequences of the genome could be 
computationally classified using only naive sequence 
information, in order to better model and thus glean 
information about biological reality.

Scientists once thought 
this noncoding DNA was 
“junk,” with no functional 
purpose, but 
groundbreaking research
in the early 2010s 
suggested that this might 

 
not be the case. Some segments of noncoding DNA, 
as it turns out, prove important in regulating gene 
activity. Knowing this, researchers have been working 
to understand the location and role of these genetic 
components. 

architectures, 
preprocessing 
techniques, and 
evaluation methods 
were experimented 

with. Importantly, because this goal stems from a 
desire to model/understand biological realities as 
closely as possible, it was important that these 
networks be somehow interpretable. In particular, as 
opposed to black boxes, we sought  deep neural 
networks that could indicate what in a given 
sequence had instructed their decision. Though the 
project is still in progress, results thus far have been 
favorable and future steps well established.

Ultimately, after constructing, experimenting with, and 
tuning many different architectures, the one that was 
found to work the best was a Two Dimensional Deep  
Convolutional Neural Network. Below is a pictorial 
depiction of the final pipeline used. 

Having chosen and tuned this architecture, we then 
ran tests on its accuracy in four tasks: binary 
classification (imbalanced), binary classification 
(balanced), categorical classification (imbalanced), 
and categorical classification (balanced). The best 
scores retrieved are noted in the below bar graph. 

Evidently, the imbalance binary classification task was 
performed most accurately, and the balanced 
categorical classification task was performed least 
accurately. Further, there is a steep drop off between 
each task’s training and test accuracy.

Below is an example interpretable result extracted 
from the binary classification model. Letters facing 
upwards suggested to the model that the sequence 
was coding; those facing downwards suggested 
noncoding. The size of the letters indicates their 
relative importance in the final decision made.
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