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Machine Reading Comprehension for Evidence-based Medicine

ConclusionsResults

Neuro-Symbolic Methods – Medical evidence Dependency(MD)-informed Attention 

Machine Reading Comprehension (MRC) The
technology that teaches machines to read and understand
unstructured text and then answer questions about it like a
human.

Given a collection of training examples {( pi , qi , ai )}	"#$% ,the
goal is to learn a predictor f which takes a passage of text
p and a corresponding question q as inputs and gives the
answer a as output.

f : (p, q) à a

Evidence-based Medicine (EBM) is the
conscientious, explicit, judicious and reasonable use of
modern, best evidence in making decisions about the care
of individual patients. EBM integrates clinical experience
and patient values with the best available research
information.

Research Aim Develop a novel Machine Reading
Comprehension model to facilitate clinicians in
understanding clinical research literature (medical
evidence) and generate questions to inform clinical
decision making.

Statistical AI Symbolic AI

Induction Deduction+
Improving upon deep learning-based MRC models :
• Better Understandability
• Better generalizability
• Compositional sub-models
• Better reasoning ability

Training one head of Multi-head Self-Attention [1] to
attend to specific tokens corresponding to the Medical
evidence Dependency as a mechanism for passing both
linguistic and domain knowledge to subsequent layers
(MD-informed).

Conventional self-attention

MD-informed self-attention

• MD Matrix to replace the scaled attention score
generated from the dot product of Query and Key

• MD-informed attention head produces a context
representation ZMD specialized to attend to medical
evidence MD Matrix

Question With respect to migraine relief at 24 hours, what is reported
difference between patients receiving Rizatriptan and those receiving
Ibuprofen and placebo?

Abstract … Efficacy was assessed by headache relief, and headache
freedom at 2 h and 24 h. Two-hour headache relief, was noted in 73% in
rizatriptan, 53.8% in ibuprofen and 8% in placebo groups. Headache
freedom was achieved in 37.7% in rizatriptan, 30.8% in ibuprofen and
2% in placebo groups. Rizatriptan was superior to ibuprofen and placebo
in relieving headache at 2 h but not at 24 h. Side effects were noted in 9
patients in rizatriptan, 8 in ibuprofen and 3 in placebo, all of which were
nonsignificant. Rizatriptan and ibuprofen are superior to placebo.
Rizatriptan is superior to ibuprofen in relieving headache, associated
symptoms and functional disability.…

Answer No significant difference

We incorporate MD-informed Attention head into one of the
most commonly used pretraining model in biomedical NLP,
BioBERT [2], and evaluate on two public benchmarks for
reading comprehension of clinical research literature.

Evidence Inference 2.0 [3]

PubMedQA [4]

ü Understandability
via human-readable symbolic form

ü Less data and better task generalizability
generalize over tasks via reusable knowledge

ü Composable/reusable sub-models
MDAtt can be integrated to anyTransformer-based models

ü Adding reasoning ability
capture clinically meaningful relations
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