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Neoway delivers customer insights based on firmographic data publicly available on the web
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Today there are hundreds of thousands of independent , — ¢
kb Liquor License
food/beverages operators and retailers in the USA.

®
Using industry specific data, Neoway helps uncover this landscape, whether you

are looking to discover new sales opportunities, optimize your go-to-market
approach, or maximize sales with existing customers.

SEE HOW IT WORKS
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They want to uncover certain food/beverages categories from establishment webpages

New lower prices
on produce. Webpage
(This is huge.)
I
Restaurant Supermarket Bar
/ Grocery
Type of Cuisine Organic / Non-Organic Predominant type of Predominant type of
. . lcohol d
(American, Mexican, AIco (? serve . alcohol sold
Chinese, etc.) (ex: wine, cocktail) (ex: wine, cocktail)
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For this, they have gathered close to 1M HTMLs from ~200K establishments

Capturing the
HTMLs for Storing the
different HTMLs

Adding
metadata (for
a subset)

Running Ad-
hoc methods
establishments

W JRegkx]*
Gathered the HTML Stored the HTMLs Augmented the database Labelling using
contents via a web indexed by the initial with information from keywords via RegEx
crawling bot URL in the cloud Google and others
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We designed a pipeline to help them improve the previous process

(

\

Extracting useful
information from
the HTMLs

Tokenization

Anomaly

Detection

Removing non
informative
HTMLs

Creating useful
features

Feature

Extraction

Classification

Train different
classifiers for each
task
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Store the tokenized data in a single DB to accelerate the model prototyping and shareability
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b'b\'<!DOCTYPE HTML>\\n<html|
lang="en">\\n<head>\\n<meta charset="UTF-
8">\\n<title>Windy City Grille</title>\\n\\n<meta
name="norton-safeweb-site-verification"
content="gyww51liscbghtbjem97962ns68lI-
po3i2sx7fld-g-
vazvflhxysybdz0px8lzrz10oinhmrm2zlipwmiw5ybtl
cw3te5nim-cbg5pag7cmmtOatdwv56llujdcudrji®
/>\\n<meta name="keywords"
content="Restaurant, Wyoming MI, Wyoming,
Michigan, 49519, Byron Center Ave SW, Karadchy,
Chicago Style, Chicago, Gyro, Sandwiches, Grille,
feta cheese, Vienna, food challenge, wall of fame,
wall of shame, eating contest, man vs. food,
catering, cater, caterer in wyoming michigan,
caterer in wyoming mi">\\n<meta
name="description" content="The Windy City
Grille is a family owned and operated
establishment priding ourselves in delivering
authentic food of the highest quality at a great
price.">\\n<meta name="OWNER" content="Will
Karadchy">\\n<meta name="ALIAS"
content="Windy City Grille">\\n<meta
name="AUTHOR"
content="bluevortex.net">\\n<meta HTTP-
EQUIV="Pragma" CONTENT="cache">\\n'

Tokenized HTML

Windy, city, grille, home, gift,
certificate, coupon,
restaurant, overview, letter,
history, menu, main, dish,
side, challenge, photo, meal,
social, medium, facebook,
twitter, foursquare, contact,
application, windy, city, grille,
privacy, policy, gyro, menu,
strip, cooked, lamb, beef,
tomato, onion, cucumber,
sauce, pita, fold, chicken, gyro,
menu, grilled, chicken,
tomato, onion, cucumber

Approach

= Extracted HTML body via XML parser

" Employed NLTK package for lemmatizing,
handling punctuation and capitalization, etc

= POS tagging removed sentence filler words

" Created a parallelizable implementation for
speed

Recommendations / Next Steps
" Generate a consolidated DB that contains all
the tokens for each establishment

— Use a NoSQL DB such as SQLite Dict or
Mongo DB

WSQLite o
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We designed a pipeline to help them improve the previous process

-

N

Extracting useful
information from
the HTMLs

Tokenization

Anomaly

Detection

Removing non
informative
HTMLs

Creating useful
features

Feature

Extraction

Classification

Train different
classifiers for each
task

DATA SCIENCE INSTITUTE 7




Separate and only use the informative HTMLs to reduce computational overhead

Isolation Forests! gives an anomaly score to each observation Approach
= Construct a series of meta-features (length,
inlier # of unique tokens, etc.)
® outlier
= Define weak thresholds on each feature
o " Use Isolation Forests to determine the
I outliers
o
)
C
% Recommendations / Next Steps
Q
a0 = Find the relationship of meta-feature via
. classification
o
o % ® Understand the procedure’s impact on
accuracy
3 4 5 6
Unique Tokens (K)

1 Liu, F. T, Ting, K. M., & Zhou, Z. H. (2008, December). Isolation forest. In Data Mining, 2008. ICDM’08. Eighth IEEE International Conference on (pp. 413-422). |EEE.
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We designed a pipeline to help them improve the previous process
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Use Topic Modeling and Doc2Vec to get a dense feature representation

Feature construction process

‘ Words
‘ Topics

TF-IDF Filtering

= Reduces the vocabulary
from 16K to ~ 2K

® Decreases training
complexity downstream

Topic Modeling
=" Uncovers the general
@ une g
opics present in the

O ‘ data
.

margarita
taco
mexica

chicken
rice
shrimp

Doc2Vec

" Generates a semantic
dense representation

—_

r75x training‘

time
reduction

H & &On
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Understand the topics present in the data and create features that preserve its semantics

LDA* and NMF? helped uncover topics in the data Doc2Vec? correctly captured the semantics of the data
LDA Topic Examples with top words 8
- . Lo . 0o (o}
ToF)lc 4'4. pizza, chf-:‘ese, chicken, sauce, mozzarella, tomato, ot o engltbh e o
onion, italian, garlic 6 irish o o o australian
. . . . (o] (o} polish i french
* Topic 46: margarita, tacos, taco, mexican, menu, location, o american souern  geon s 0
. 4 . tinental
specials, happy hour canadian J ok 5 O o continenta 5
. . . . . L european itali
»  Topic 71: twitter, facebook, instagram, google, email, skip, jamaican o  beae o o e
. . 2 . . | czech argentine
press, online, menu, location 0 o Memeterl O
rt N russian
. . ) . ) portuguese 0 mediterranean o
= Topic 76: chicken, rice, shrimp, sauce, beef, pork, fried, ) o areck O caribbean
vegetable, onion, spicy brazilian o) 0 aban i
(o] middle_eastern hawaiian P (o]
2 0 turkish (o] \a?n southwestern 0o
. . filipi ;
NMF Topic Examples with top words lebanese 0 e o 0 mexicen
oafmcan peruvian tex_mex
: . ) o) bical
* Topic 1: cheese, bacon, onion, tomato, lettuce, salad, ‘ persian sthiopfan o
cheddar, chicken, choice, potato o polynesian
. . . . . 6 O afghani
= Topic 4: pizza, slice, topping, crust, pepperoni, cheese, large, indian 5 mmgoolian O asian_fusion
pasta, order, phone 8 imaar sl twanese 0 O
. . . . . ) (o) asian orean
= Topic 6: mexican, authentic, margarita, family, salsa, tacos, o chinese % o o
i | (o] ) ’
good, recipe, nachos o cantonese 2 e paese
= Topic 83: good, greate place, time, friendly staff, family, O indonesian Oburmese rjaysian cambodian
atomoshpere, town, friend
-7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5
-| Recommendations / Next Steps — = Recommendations / Next Steps —_—
= Augment establishment categorization based on the topics = Use a smaller and dense set of features to save time
uncovered * Try state-of-the-art word embedings like ELMo or Bert

1 Blei, et. al. Latent Dirichlet Allocation, 2 Dhillon I. Generalized Nonnegative Matrix Approximations, 3 Mikolov T. and Le Q. Distributed Representations of Sentences and Documents.
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Now, we designed a pipeline to help them improve the previous process
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Overall Results and models used for each classification task

" Problem
" Model
® Performance

" Multi-class

Establishment Type

= Naive Bayes
Classification ¥

= F1 score: 90%

Supermarket /
Grocery

Restaurant Liquor Store

Bar

Type of
Alcohol
Classification

Cuisine
Classification

Type of Alcohol

Organic vs Not Classification

organic
Classification

Binary Relevance with
Logistic Regression
(one-hot)

F1 score: 70%

Jaccard Similarity: 66%
MicroAvg - Pre: 86%
MicroAvg - Re: 60%

NN

— (64RelLu-128Relu-
64Relu-2Sigmoid

Accuracy: 92%
Precision: 43%
Recall: 75%

= Multi-label Classification ® Binary Classification = Categorical Regression

Ridge Regression
(per category)

RMSE Cocktail: 0.07
RMSE Wine: 0.02

= Categorical Regression

= Ridge Regression
(per category)
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Overall Results and models used for each classification task

" Problem
" Model
= Performance

= Multi-class

Establishment Type

DR ®" Naive Bayes
Classification

= F1 score: 90%

Supermarket /
Grocery

Restaurant Bar Liquor Store

Type of
Alcohol
Classification

Cuisine
Classification

Type of Alcohol

Organic vs Not Classification

organic
Classification

Binary Relevance with
Logistic Regression
(one-hot)

F1 score: 70%

Jaccard Similarity: 66%
MicroAvg - Pre: 86%
MicroAvg - Re: 60%

NN

— (64RelLu-128Relu-
64RelLu-2Sigmoid

Accuracy: 92%
Precision: 43%

Recall: 75%

= Multi-label Classification ® Binary Classification = (Categorical Regression

Ridge Regression
(per category)

RMSE Cocktail: 0.07
RMSE Wine: 0.02

= Categorical Regression

= Ridge Regression
(per category)
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Cuisine classification carried considerable difficulties

Task: Multi-label Classification Metrics

chinese

* 99 non-mutually exclusive cuisines Hamming loss

* Implied hierarchy not present Jaccard Similarity Score

[ ] '_ i
Multi-label output rQQUWEd o.’ : z-Fb--—F .
5 &
& 0@(\‘9& 5“0?? \‘bqh&c’ ,&\’fi‘& ‘5\00 & o P?‘o.b @a@é

* Highly imbalanced data # & &

f l = Micro-average Precision & Recall
Jrage F1 Score

Three main approaches:

" Binary Relevance

— Assumes independence between cuisines
= (Classification Chains

— Output is added to input of the next classifier: n! permutations
= Multi-label KNN

— Lazy KNN method
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Cuisine classification carried considerable difficulties

Results on 66 Regional Cuisines Recommendations

* Binary Relevance approach: Clean up existing cuisine labels
— Decision Tree Develop potential hierarchy and
orthogonal label framework:
- KNN 0.4 . . .
. : | — Regional cuisines
— Logistic Regression
. 0.2 - FOOd
— Multi-layer Perceptron
— Restaurant format
— Random Forest 0 I

— Dietary restrictions

® Framework / spatial understanding of
cuisines can be used to improve
approach taken in this task

® Comparing results from different
feature representations on
Logistic Regression BR:

— LDA

— LDA + Doc2Vec

— NMF

— Doc2Vec R

0.4

0.2

— One hot encoding
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Overall Results and models used for each classification task

® Multi-class " Problem
®= Model
Classification
® F1 score: 90%
I
ﬂ .
Restaurant Supermarket / Bar Liquor Store
G
Cuisine roce'ry Type of Alcohol Type of
Classification Organic vs Not Classification Alcohol
organic Classification
Classification
= Multi-label Classification ® Binary Classification = Categorical Regression = (Categorical Regression
= Binary Relevance with = NN = Ridge Regression = Ridge Regression
Logistic Regression — (64Relu-128Relu- (per category) (per category)
(one-hot) 64ReLu-2Sigmoid
= F1score: 70% ® Accuracy: 92%
® Jaccard Similarity: 66% ® Precision: 43% = RMSE Cocktail: 0.07
®" MicroAvg - Pre: 86% ® Recall: 75% = RMSE Wine: 0.02
" MicroAvg - Re: 60%
—
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The Ridge Regression coefficients correctly capture the relevant words for each class

Words & coefficients - Cocktail Words & coefficients - Wine Approach
s = 8 = - e = s " Run a regression
o —— model for each
PN ] Ying __ .
o | — sorre type of drink
”70/-,;.’3’ i 1 f"lv},; [ ] - .
o | — ogy I— Test different
P2 ey I
’??ose : I C”e,-sc'flao“ ] . N
» I— e | regularization
ol | — s, | ——
oy ] — et — schemes like
Feass = oo — id d
“a00 ] I— g — Lasso, Ridge an
(_06,;.,9 I éoq@‘i ] I .
ocs — s — Elastic Net
0,;;::7/ : = c‘/,/:;‘?S_;- i =
Tty — o 1 —
s, ;Oo,;:; 1 ] oL A/‘,-::b ]
o c/;:e,}, 1 | 6;/? e ] .
I — O Recommendations
o, o | - I —
o, o — S " Use Gridsearch CV
gy ¥ ] s .
R — oo | wm to determine the
ot | o, |
e A I — amount of
ot ] ,;‘3 . .
M| — e = regularization
o e, | - Soogy =
o] P — " Try non-linear
i { S —
| — oo | models that output
eb@,’ 4‘)@,,_ _ C‘o:d@r i .
O —— Al — a class score (like
NN with sigmoid)
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Our models handle cases where the labels are incorrect

L S
©
(aa]
‘©
)
=
(8
(®]
o
|
\U)
i
'O
Q
o

Winward Tavern

cocktail bar & pightclub

“ Ranked Among The 10 Hottest\D

Colorado by Best Thing

THIS IS WHO WE ARE

Our Vision
THIS IS WHAT WE DO

Given Prediction

= (Cocktail, Wine) = (Cocktail, Wine)

= (0.3 ,0.1 ) = (0.5 ,0.1 )
Clubs in

Given Prediction

= (Cocktail, Wine) " (Cocktail, Wine)

= (0.6 ,0.2 ) " (0.2 ,0.2 )
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Our pipeline has addressed all the previous limitations but still has elements to improve

Ad-hoc limitations Wl Pipeline results Next Steps

= Run ensemble algorithms like

" Heavily dependent on = Derives domain knowledge CatBoost
domain knowledge based on labeled data
= Add weightings to deal with the
" Not adaptable to new = Scalable to all types of problems minority class
labels
. ' _ " Create a small test set to validate
RegEx language hard to = Robust to mistakes and noise

performance while avoiding

debug and error-prone noisy labels
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Back-up
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Isolation Forest assigns an anomaly score for each observation

At each partition, it selects at random a feature and split Results of Isolation Forest in two clusters
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Outlier Inspection
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O training observations
@ detected outliers
@ detected regular obs.
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Use TF-IDF to construct a manageable vocabulary

As expected, the words exhibit a long-tailed distribution

Document Frequency of Bigrams Within 5-65% Corpus Frequency

budget

fresh garlic

freshest ingredient

palate

major

past

appetizer salad

vineyard

garlic parmesan

vega 1

Y
tortilla chicken 1

punch 1
skillet

surf 4

sauce fried 1

features

pizza sauce 1

fruity 1
flower 4

foater

cheese burger
access

tomato mushroom 4
forest

ancel

western

sherry
aroma

england

B o freg

burger sandwich
[

T T
10% 20%

T T T T
0% 4% 0% 60%

TF-IDF Discussion

= Adjusting the document frequency bounds

— Setting an upper bound removes
uninformative common stop words such as
food, order or menu

— Setting a lower bound removes
rare words such as foreign language terms
that may overfit model

" |ncorporate bigrams in the feature list

— Captures additional semantics such as pizza
sauce or cheese burger that may be lost just
looking at single word counts

N
Wi,jz’fi,jXIOg(E)

tfu = number of occurrences of i in j
df, = number of documents containing i
N = total number of documents
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LDA uncovers the topics present in the data

Example of LDA in a given corpus LDA Graphical Model

Dot Topic prc_)portions and
assignments ;'3

Topics

gene 6.84
dna 8.02
genetic ©.81

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK~—

sre e all

Stripping down. Corputer sy yaids an est
mate of the MU MOGeM 30 FNOEN PENOMas.

Genome Mapping and Sequenc:
ing. Coig Spring Harbor, New York
May B0 12

SUIENCE o VOL 272 o 24 MAY 199
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NMF also finds topics in the data

NMF creates “additive” elements
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Doc2Vec generates a dense vector representation that preserves the semantics

Doc2Vec Problem Word2Vec Country — Capital Example

Classifier p— Country and Capital Vectors Projected by PCA
2 T T - T T T T -
China¢ sBiig
15 Russiar
Japan¢ -)M
Average/Concatenate m i - Ackara ~Tokyo |
//y T \ ol
Poland¢
(NEEEENE] OOImn OOTIIT  OIoIam ot Germany:
1. 1. f France W:s:r
Paragraph Matrix----- > W W W 05t ey Paris
| I | . Greecer : -xRomAethens
Paragraph the cat sat A e
id -15 | Portugal iisbo)?'nﬁadrid
I : Center Word . 1 : , l 1 1 :
. . Context word -2 -1.5 -1 -0.5 0 0.5 1 15 2
c=0 The cute €at jumps over the lazy dog.
c=1 The cute €at jumps over the lazy dog.
c=2 |[The cute Eat jumps over the lazy dog.
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Multi-label classification metrics

IN| |L| ; Y ecc TPs(c;)
. Microaveraging Precision Pr¢™°(D) = =
‘L| Zl Z XOor y%"?’ zz,g Y-c.cc TPs(c;) + FPs(c;)
=1 j=
) TPs(c;
where y; ; is the target and z; ; is the prediction. . Microaveraging Recall Rdmwm(D) = zg@%}ic(c‘_) -:(Ic;j\fs(c,)
A
0 1 ..
o | 2o, T Precision X Recall
MR Fl=2 ———""
d Precision + Recall
J L Mll
Moy + My + My,
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Before, Neoway relied on ad-hoc methods which carried some limitations

Inspecting the HTML

Defining a set of rules

" Determined the relevant <html>
keywords to look for: <body> " Heavily dependent on domain
— Organic knowledge
— . | <hl>
— Tortilla Welcome to Whole Foods " Not adaptable to new labels
</h1>
" Construct a set of RegExs = Difficult to handle various forms
to find the keywords <p> of the same lemma
— /I\w._%+-]+[]/ Find the best deals on organic
' apples " RegEx language hard to debug
</p> and error-prone
" Run the search on the .
database </body> " Unwieldy supporting large
</html> vocabulary
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