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Background & Business Need
GxP regulations are thousands of pages of text files (pdf or HTML) posted in several 

internet locations. These regulatory requirements must be manually parsed, analyzed, 
and classified to develop the J&J quality requirements. This is a time-consuming process 
where some automation is desired. 

In this project, we team up with J&J's Quality Assurance wing to benchmark large 
language models and assess their performance in classifying regulatory requirements 
from health authorities into J&J quality policy.

Figure 1. Policy Document Creation Workflow

Methods
Figure 1. gives an overview of the multi-label topic classification problem. Our goal is to 

predict, for a regulation, quality topics which are not mutually exclusive. 
We use Random Forest Classifier trained on TF-IDF features as our baseline. We also 

fine-tune and benchmark pre-trained large language models. These include BERT from 
Hugging Face and Ada, Curie and Davinci from OpenAI. We then take an ensemble of 
BERT, Ada and Curie using a majority vote.

Figure 2. shows out of the total 40 J&J quality topics, the most common ones, along 
with their proportion in the test set. Figure 3. shows the length distribution of regulations. 
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Conclusion
Large Language Models achieved significant improvement above the 

baseline. Of all the pre-trained models, Curie achieves the best performance 
across all metrics, although we expected Davinci to outperform Curie. 

Finally, an ensemble of BERT, Ada and Curie attained the best scores.
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Benchmark Results
We summarize the overall sample-wise results in Table 1. Table 2 lists the label-wise 

benchmark results of the best-performing ensemble method for quality topics from 
Figure 2.

Table 1. Benchmark Results - Overall

Table 2. Ensemble - Label-wise evaluation


