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Background and Motivation
Whisper and Wav2Vec2.0 are large open source-based ASR (Automatic Speech 

Recognition) models developed respectively by OpenAI and Facebook, allowing users to 
transcribe audio to text. The architectures of both models are summarized in Figure 1. 

Figure 1. Wav2Vec 2.0 pre-training (left) and Whisper (right) diagrams

References 
Baevski, A.,  Zhou, H., Mohamed, A., and Auli, M. 2020. "wav2vec 2.0: A Framework for Self-Supervised 

Learning of Speech Representations"

Radford, A., Kim, J.W., Xu, T., Brockman, G., McLeavey, C., and Sutskever, I. 2022, Preprint. "Robust 
Speech Recognition via Large-Scale Weak Supervision"

Preliminary Results 
We examined the ASR frameworks in transcription tasks under more challenging 

conditions, where we downsampled and added noise to Librispeech audio to compare 
the robustness of Wav2Vec2.0 and Whisper. The metric we use for evaluation is Word 
Error Rate (WER) %.

Figure 2. Robustness of Wav2Vec2.0 and Whisper to downsampling (left) and noise (right)

Conclusion and Next Steps
Testing has shown that Whisper overall outperforms Wav2Vec2.0, especially in terms of 

noise and downsampling robustness. While Whisper gives a better WER over Wav2Vec2.0, 
fine-tuning has shown consistent improvement over the baseline models.
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Fine-tuning Results

Figure 5. WER of Wav2Vec2.0 and Whisper on Fleurs Multilingual Test Data 

Table 1. Summary of Training Data used to 
train and finetune each model

From table 1, we see  the Whisper model is 
pretrained on many more hours of data compared to 
Wav2Vec2.0 with the exception of Telugu.    

In Figure 5, we see that across the board Whisper performs better than Wav2Vec2.0 in 
terms of WER, after fine-tuning. For Telugu and Korean, Whisper has roughly half the WER, 
while Chinese and Hebrew are more comparable. Overall, fine-tuning has a significant 
impact on the performance of both Wav2Vec2.0 and Whisper, with the largest improvement 
in Telugu for Whisper and in Chinese for Wav2Vec2.0.

The goal of our capstone project is to evaluate and compare the performance of 
each model across various complex scenarios, in order to test their robustness and 
determine the strengths and weaknesses of each model.

Figure 3. Correlation b/w confidence level and error
Figure 4. Sample predictions colored by 
confidence level of respective token: 
Wav2Vec2.0 + 4-grams vs. Whisper


