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Background and Overview Modeling
Tree species information is important in several industrial applications, including * Pixel-based models: We used Random Forest and SVM to classify our pixel-based
tracking invasive species, understanding trees growth rate to plan trimming, and data with 4 basic bands values and 14 aggregated features.
removing unhealthy trees by utility companies and railways, etc. ®* Tile-based models: We focused on pre-trained CNN models like ResNet20, ResNet34
Our project aims to use remote-sensing satellite images and labeled tree species data and DenseNet to classify the 8x8 pixel tiles. We firstly used the basic 4 bands features
with geo-locations to identify tree species. We used multiple ML algorithms, including to find the best model and parameters. Then we added the Max aggregated features
deep learning techniques to build multiple tree species detection models. to refine the modelling process.
Ovipinal Sudifite Tniagery Fise Polygonsand Spedies Tifa By, Specles Ll ®* Model evaluation metrics: Accuracy, Precision, Recall and F1 score for each species
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We visualized the satellite imagery in QGIS and processed it using Python. Evaluation Metrics (right) from ResNet20 T eckberry o4 ol ol 7
* We firstly associated all the pixels with identified species. rcuracy o
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* The core features for each pixel are the four bands (R,G,B,NIR) values, and we also GoEResA By 056 0@ Ueg e

" Results and Conclusion
calculated some aggregated features (Max, Standard deviation, Texture features). . o . .
: : : While some models show promising results, some others still need to be fine tuned.
* We finally produced input data that was pixel-based.
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®* We also created tile-based input data using Python, where each tile is 8x8 pixels. N ::Letlg:zt pzrfeoartr:ir:; (mogel Ay tes?cr:clcaugrirceygatecl eatures), Random Forest
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- ol o o o oM . - 250 b max Ji ®* With the basic 4 bands features, ResNet20 is the best model with 58% test accuracy
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